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: 0bHapydicenue 00veKmos, a-

20pUmMMbL pACNO3HABANUSI,
YHpaseHue npugodami,
YOLOVS, uaunvie nobezu

Annomauyus.

Hannoe uccnedosanue nocesujeno pacno3Ha8aHUI0 u300padiceHuil YaiuHblx nooe-
208 C UCNONL30GAHUEM AN2OPUMMA OOHAPYIICEHUSI 0OBEKMO8, OCHOBAHHO20 HA
mexnonoauu 2ny60ko020 obyuenus. Paspabamvleaemvie ancopummvl uUcnonb3y-
IOmcs 8 cucmeme ynpagieHus npugooamu poboma ons coopa uas. Mopgoroeu-
yeckue mpebosanus K YalHbiM noOe2amM maxKogwvl: 0OUH OYMOH ¢ OOHUM JTUCTOM
unu 0OuH Oymou ¢ 08ymMs aucmvimu. B smoti cmamve ucnonvzyemces ancopumm
obnapycenus 0b6vekmos YOLOVS 0nst cozoanusi modenu pacnosHaganusi 4ati-
HbIX nobe2os. Haoesxcnocmov 00yueHHol MOOenu OYeHUBAemcs ¢ NOMOWbIO de-
molpex noxazamenet 0byueHus: MmouHocmoy, 3anomunanue, oyenxa F1 (eapmo-
HUYecKoe cpeodnee MOYHOCMU U 3ANOMUHAHUA) U cpedusiss mounocms (MAP).
CHauana 6blnoHAemcs Yiyuuenue uzo0padicenuss, GKIouds npeobpazosanue
U300padCeHUll 8 OMMEHKU CePO20, NOGLIUEHUE PE3KOCHU, YCMPAHEHUe WYMO8 U
CUMMEMPUYHOE 3ePKAIbHOe Omobpadicenue. Yayuuiennvle uz00paicenus epyy-
HYIO NOMEYAaomces ¢ noMouwblo uncmpymenma "Mapkuposka” u skcnopmupyiom-
cs 6 popmame YOLO ¢ sude mexcmosvix ¢paiinos, @ pesynvmame uezo cozoaem-
cs nanka, cooepicawas nomeueHHvle uszobpadccenus. Bo-emopuix, o0yuenue
nposodumcst ¢ Pycharm ¢ pasoenenuem obpabomanmwix uzobpadcenuti Ha naxe-
Mol U NOJYYEHUEM COOMBEMCMEYIOuuUx nokasamenei sggexmusnocmu. Haxo-
Hey, 6ce nooxooawue 6a0Kku ¢ docmogeprHocmovio bonee 0,65 coxpausiomes b6e3
KAKUX-1ub0 NpOnyujeHHbIX 0OHAPYIICeHUl, npeodpa3oeanue 8 OMmeHKU cepoo
denaem apghexm o6pabomxu 6onee 04eBUOHBIM NPU U3BNICUCHUU KAPM 00beKMOos
6 npoyecce ooyuenusi YOLOVS, nockoavky uzobpasicenus 6 ommenKax cepoco
uMmeron mobko YepHo-Oeivle 2paduenmol. B KOHEUHOM umoze 3mo npugooum K
Vayuuenulo pe3yibmanmos ooyuenus. OOnako maxue pakmopwi, Kak CKpyyeHHble
JUCbS, OCMAMOYHbIE JUCMbSL, UYBEM, OCGEUjeHUe, VCI08US CbeMKU U V2ol
HAKNIOHA, KOmopble 8 0eliCmEUmMenIbHOCIU XAPAKMEPHbl Ol YAUHbIX JTUCHIbES,
MO2Yym npuecmu K CHUICEHUIO 00WuUX nokazameiel OYeHKy u, maKum o6pazom,
6 HEKOMOPOU CIEeNneHU NOGIUSMb HA Pe3VIbMAanbl IKCNEPUMEHMA.

na yumuposanusa: SIu Slap, Ynaepun U.B., JIumzions Yxao, Yannztoans Jlonr, UrnateeBa E.A. Pa3paboTka anro-
PUTMOB PacIiO3HABAHUS B CUCTEME YIPaBICHHS NMPUBOAAMU PoOoTa s cOopa yalHBIX TUCThEB // ['opHOE 000pyI0-
BaHue U anekrpomexanuka. 2025. Ne 2 (178). C. 12-21. DOI: 10.26730/1816-4528-2025-2-12-21, EDN: GOLMOX

1. Introduction

Tea is one of the main economic crops for Chinese
tea farmers[1]. In rural areas, many young people go to
cities for work, resulting in a labor shortage. Hand-
plucking has the advantage of ensuring that the mor-
phology of tea shoots meets the standard of high-
quality tea (eg. one bud with one or two leaves) and

can distinguish between shoots and old leaves effec-
tively, but it is time-consuming and labor-intensive[2].
Machines available on the market have reduced the
labor to some extent and improved the efficiency of tea
plucking. However, this method implements a "one
size fits all" approach that lacks selectivity[3, 4], caus-
ing low-quality tea, as well as significant damage to the

12

Mining Equipment and Electromechanics. No. 2, 2025. PP. 12-21


https://creativecommons.org/licenses/by/4.0/deed.ru

canopy of tea trees[5]. Hence, these machines cannot
replace the traditional hand-plucking harvesting ap-
proach. It is necessary to study and develop a machine
that can automatically pluck shoots from tea bushes.
Tea shoot recognition is the primary and difficult task
required for this[6, 7].

In the early stages, threshold segmentation color-
space-based and machine learning were used for tea
shoot recognition. Yang et al. [8] extracted the G-
component color information from the RGB images of
the tea tree canopy and used a double-threshold method
to separate the shoots from the old leaves. They then
combined the contour shape features of the shoots to
achieve overall recognition. Wang [9]extracted the
color and edge features of tea images and used region
growing to segment the tea shoots. Wu et al.
[10]collected tea shoot images taken at different dis-
tances in natural environments and compared the
recognition effects of the K-means clustering algorithm
and Otsu’s method in the Lab color model. It was
found that the K-means clustering algorithm had higher
accuracy in overall shoot recognition. Although pre-
sumably accurate, The collection of tea-shoot images is
carried out indoors and in a structured
environment[11]. However, A tea garden, has complex
environments, including uncontrolled illumination
conditions, high growth density and varied canopy
structure of tea trees, in addition, the young and old
leaves have similar colors (‘green-on-green’), and their
shapes and texture can be very similar at the growth
phase[12, 13]. In an image of a bushy background,
detecting the targeted morphology of tea shoots is in-
herently a challenging problem[14]. In these condi-
tions, the performance of the above algorithm may not

Table 1. Hardware

be suitable.

With the rapid development of deep learning tech-
nology in the field of target detection, Currently, typi-
cal algorithms for object detection include the R-CNN
algorithm and the YOLO algorithm[15, 16]. R-CNN
algorithm greatly improves accuracy but has slower
processing speed. Although researchers have proposed
Fast R-CNN and Faster R-CNN algorithms [17], the
processing speed still remains slow, until Joseph Red-
mond's Yolo algorithm made a significant break-
through in processing speed [18]. Subsequently, re-
searchers have proposed various improved versions of
the Yolo algorithm. YOLOV5 stands out for its excep-
tional speed, efficiency, high accuracy, user-
friendliness, versatility, robustness, and strong com-
munity support, making it a leading choice for object
detection tasks[19, 20]. The study is based on the
YOLOvV5 model for the recognition of tea shoots.

2.Deep Learning Process

2.1 Training Tools

Since deep learning has become increasingly popu-
lar, many open-source or commercial deep learning
tools have emerged. In field of young tea bud recogni-
tion and detection, Caffe, Keras, Tensorflow, Pytorch,
and other open-source training tools are well-known.
Pytorch is a scientific computing library based on Py-
thon. It utilizes tensors and automatic differentiation
for deep learning. It primarily provides operations such
as addition, subtraction, multiplication, division, con-
volution, pooling, matrix algorithms, etc., for building
models[21]. This experiment is conducted using
Pytorch.

2.2 Experimental environment

GPU NVIDIA GeForce RTX3050Ti
CPU 12th Gen Intel(R) Core(TM) i7-12650H @ 2.30 GHz
RAM 16GB
Table 2. Software
Operating system window 11
Programming languages python 3.9
GPU driver Cuda 12.1

Table 3. Python package configuration

Torch 1.12.0
Torchaudio 0.12.0
Torchvision 0.13.0

Numpy 1.20.3
Matplotlib 3.4.3
Scipy 171
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2.3 Data acquisition and augmentation

Collecting a dataset of tea shoots images under nat-
ural conditions is a prerequisite for recognition. In or-
der to ensure the effectiveness of the data, the images
in the experiment were taken in the tea plantation of
Chashan Zhuhai in Yongchuan District, Chongging on
March 20th and March 28th, 2023, using an iPhone 14
for the collection. Due to time constraints, the tea
shoots images taken on-site also need to undergo data
augmentation. The purpose is to expand the dataset for
network training and improve the generalization ability
of the detection model. Therefore, for the data collect-
ed in the experiment, the tea variety named Zhong-
huang No. 1 tea shoot images were processed with left-
right transformation using WPS, and at the same time,
the images were converted to grayscale, denoised, and
sharpened using Anaconda-Jupyter, as shown in Fig.2.
After data augmentation, the total images were divided
into training and test sets. The training set is used to
train the network model, and the test set is used to
evaluate the performance of the model after training.

3. Evaluation Metrics

In this experiment, the following evaluation metrics
were used to assess the performance of the tea leaf re-
gion detection network: precision, recall, F1 score
(harmonic mean of precision and recall), and mean
average precision (mAP). In tea leaf recognition and
detection, the size of the intersection of union (IOU)
parameter is primarily determined, which analyzes the
precision, recall, and overall detection performance
MAP value.

IOU represents the intersection over union ratio be-
tween the detection box and the ground truth box, and
it is commonly used in deep learning to measure the
accuracy of object detection algorithms. The range of
10U values is from 0 to 1, where a larger value indi-
cates a greater overlap between the two boxes, and thus
a more accurate algorithm.

(@)Top left-flip (b) top right -grayscale (c) bottom left -denoised (d) bottom right -sharpening

Fig.1. Data augmentation

recall = (32)

IP_ F:l.-'_ ==

TP: true positive refers to correctly classifying a
positive sample, also known as true positive.

FP: false positive refers to incorrectly classifying a
negative sample as positive, also known as false posi-
tive.

FN: false negative refers to incorrectly classifying a
positive sample as negative, also known as false nega-
tive.

TN: true negative refers to correctly classifying a
negative sample, also known as true negative.

The calculation formula (3.1) for precision is the in-
tersection area of the target box and the detection box
divided by the area of the detection box.

The calculation formula for recall 3.2 is the inter-
section area of the target box and the detection box
divided by the area of the target box.

Precision and recall are two evaluation metrics that
are mutually exclusive. Increasing one metric will re-
sult in a decrease in the other, so in order to achieve
good results, both metrics need to be at a high level
simultaneously. The calculation formula (3.3) for F1
score is:

2 x precisionx recall

Flscore= (3.3)
precision+ recall

This metric is primarily used to evaluate the overall
ability of the model, avoiding a sole emphasis on accu-
racy or recall. mAP (mean Average Precision)
measures the performance of the learned model across
all categories, taking the average value of AP (Average
Precision) for all categories. Therefore, here is the def-
inition of AP.AP is used to assess the performance of
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Table 4. Changing the acuuracy
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Fig.3. Training images

Enhancement types

Precision(%)

Original 68.6
flip 67.1
sharpening 65.5
denoise 79.4
grayscale 80.7

the learned model in each category. The better the
model, the higher its corresponding AP value. The cal-
culation formulas (3.4) for AP and mAP(3.5) are as
follows:

AP = _E p(ridr (3.4)

mAP = l ZAP (3.5)
i

The symbol n represents the number of categories,
and the mAP value ranges from 0 to 1. The mAP value
can also be represented by the area under the P-R
curve. As shown in Fig. 3, the area under the green
curve is taken to approximate the area and calculate the
mAP value. If there is only one category in the experi-
ment, the AP value can be considered as the mAP val-
ue.

Based on the confidence threshold, calculate the
metric. The confidence threshold refers to the likeli-
hood of detecting the feature of tea leaves in a certain
region within a candidate box in the input image. Filter
out candidate boxes with confidence scores below the
specified threshold. Obtain precision and recall values
under this condition. (Precision and recall values range
from 0 to 1).

4, Result and Discussion

_______________________________________________

In order to use the detection results of Zhonghuang
No.1 as an example, under the confidence threshold of
0.65, the image training situation after labeling with
labelimg is shown in the figure. It can be seen that after
training, all the candidate boxes with confidence great-
er than 0.65 are retained without any missed detections,
indicating that the model training is effective, as shown
in Fig.3

From Table 4, it can be seen that the precision ef-
fect trained by Zhonghuang No.1 tea after sharpening
and folding is similar, while the precision has been
significantly improved after image denoising and gray-
scale conversion. The reason for this may be that the
pre-training weights are enriched by the original image,
folding, and sharpening, resulting in better effects for
the training of denoised images and grayscale images.
Another reason may be that during the image acquisi-
tion stage, some images taken by the mobile phone
camera may have blurring. Compared with denoising,
folding and sharpening do not handle the problem of
background blur or blurriness of the tested object very
well. The grayscale conversion makes the processing
effect more obvious when extracting feature maps dur-
ing the YOLOV5 training process, because grayscale
images only have black and white gradients. This ulti-
mately leads to better training results.

In addition, the quality of a model is not solely de-
termined by the above evaluation criteria, but also
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train/box_loss

0.045

(@)localization loss

metrics/precision

0.8
0.6
0.4
0.2

0.0
0 50

(a)Precision

closely related to the convergence effect of its loss
function. When the recognition accuracy of a model
improves, its convergence effect can be better, result-
ing in an overall better performance of the model.

The types of loss functions include classification
loss, localization loss (used to predict the error between
the bounding box and the ground truth, referred to as
box loss in this paper), and confidence loss (the object
of the box, referred to as obj loss).

The overall loss function can be represented as
formula (4.6):

total loss = claj,gs + box;y55 + 0bjioss (4.6)

In this experiment, a total of 100 iterations were
performed, and the final loss function image of

100

train/obj_loss

—e— results

0.10 0.04
0.08 0.040 0.02
0.06 0.00
0.030 -0.02
0.04
0.025 -0.04
0.02
0 50 100 0 50 100 0 50 100
(a)localization loss (b)confidence loss (c)classification loss
Fig.5. Training set
val/box_loss val/obj_loss val/cls_loss
0.07 0.04
0.025
0.06 002
0.05 0.020
0.00
0.04
0.03 0.015 -0.02
-0.04
0.02 0.010
0 50 100 0 50 100 0 50 100

(b)confidence loss
Fig.6. Validation set

Fig.7. Training images

frain/cls_loss

(c) classification loss

metrics/recall
1.0

0.8
0.6
0.4

0.2

0 50
(b)Recall

100

YOLOV5 is shown in the figure. (Because this experi-
ment is to detect tea buds, only one category 'tea’ is set,
so the cla_loss is 0)

As shown in Fig.5, from the detection indicators of
Zhonghuang No.1-original image, it can be seen that
both the localization loss and confidence loss in the
training set had relatively high initial values, as shown
in Fig.5(a and b). The localization loss in the first 50
iterations of the training set was high, and it gradually
converged after about 80 iterations. In Fig.6(a and b,)
the number of iterations in the validation set ap-
proached convergence after about 70 iterations. The
reason for no classification loss is that in this experi-
ment, only the tea category was labeled and there was
no influence from.
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(a)Precision

In addition, the precision curve and recall curve of
the detection are plotted, as shown in Fig.7 and Fig.8.

From Fig.7(a and b), it can be seen that after ap-
proximately 80 iterations, the precision and recall rates
begin to stabilize without significant changes. Figure
8(a) represents the curve of precision values of mAP at
10U=0.50, while Figure 8(b) represents the curve of
precision values of mAP at IOU ranging from 0.50 to
0.95 with a step of 0.05. It is observed that as the IOU
starts to increase, the mAP value decreases due to
higher requirements. Clearly, the left graph shows a
more stable mAP value around 60 iterations.

The reason for the relatively high mAP value of the
Zhonghuang No.1 could be attributed to several fac-
tors. Firstly, the Chinese Yellow Tea dataset is rich,
which contributes to better training results. Additional-
ly, the color contrast between the tender shoots and the
older leaves of Chinese Yellow Tea is noticeable, lead-
ing to better training outcomes.

In this experiment, the size of the input tea leaf bud
images fed into YOLOvS was adjusted to 640x640
pixel. The entire training process iterated 100 times in
total, and the detection results are shown in Fig. 9.

From Fig.9, it can still be seen that, overall,
YOLOvV5 has performed well in complex environ-
ments. However, there are also a few issues. After the
part labeled as "tea shoot" is trained with environmen-

Fig.8. Validation set

metrics/mAP_0.5:0.95

0.6
0.4
0.2
0.0
0 50 100
(b)Recall

tal training, some candidate boxes were missed due to
the initial setting of a high 10U threshold during the
debugging phase. Some occluded tea leaves may also
be missed. Moreover, factors such as curled leaves,
residual leaves, color, lighting, shooting environment,
and shooting angle, which are characteristic of tea
leaves in reality, can lead to decreased composite eval-
uation metrics and thereby affect the experimental re-
sults to some extent.
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3asenennuiii 6x1ad agmopos:

SH SIH — mocTaHOBKA MCCIIEI0BATENbCKOM 3aJauM; HAyYHOE PYKOBOACTBO; 0030p COOTBETCTBYIOLICH JIUTEpaTyphl; KOH-
LeNTyaln3amys UCCIIe0BaHus; HallUCaHUE TEKCTa, cOOp JaHHBIX; aHAJIM3 JaHHBIX; 0030p COOTBETCTBYIOIIEH JIMTEpa-
Typbl; pOpMyIMpOBaHUE BHIBOJIOB; HAITUCAHHUE TEKCTA.

VBan UnuepuH — mocTaHOBKa HCCIIENOBATEIbCKOM 3a1a4M; Hay4YHOE PYKOBOACTBO; 0030p COOTBETCTBYIOIIEH JIUTEpa-
TypBl; KOHIENITYaIN3anus NCCICA0BAHNUS; HAIIMCAaHNE TEKCTa, COOp NaHHBIX; aHAIN3 JAHHBIX; 0030p COOTBETCTBYIOIIEH
IUTEpaTyphl; HOPMYITHPOBAHNE BHIBOAOB; HAIIMCAHNE TEKCTA.

JInzions Ykao — MOCTaHOBKA HMCCIIEIOBATENbCKOM 3a1a4n; HAyYHOE PYKOBOJCTBO; 0030p COOTBETCTBYIOIIECH JUTEpa-
TypBl; KOHIENITYaIN3anus NCCIIECA0BAHNUS; HAIIMCAaHNE TEKCTa, COOp NaHHBIX; aHAIN3 JAHHBIX; 0030p COOTBETCTBYIOIIEH
JIUTEPATyPBl; COCTABIEHUE BEIBOJOB; HAIMCAHUE TEKCTA.

Yanpuzroanb JIOHT — mocTaHOBKa MPOOJIEMBI HCCIIEAOBAHNS; HAyYHOE PyKOBOJCTBO; 0030p COOTBETCTBYIOIIEH JIUTEpa-
TYpBI; KOHIETITYaJIU3alusl KCCIIEA0BaHNU; HAIIMCAaHUE TEKCTa, COOp JaHHBIX; aHAIIU3 IaHHBIX; 0030p COOTBETCTBYIOIIEH
JUTEPATyphL; (OPMYIUPOBAHHUE BHIBOAOB; HAIIMCAHUE TEKCTA.

UrnareeBa Enena — cOop 1 aHanu3 TaHHBIX, 03HAKOMIJIEHHE C COOTBETCTBYIOIICH JINTEPATYPOH.

Bce asmopoi npouumanu u 000Gpun OKOHUAMENbHbIT 6APUAH PYKONUCH.
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DEVELOPMENT OF RECOGNITION ALGORITHMS IN THE CONTROL SYSTEM OF
ROBOT DRIVES FOR PLUCKING TEA
Abstract.
This study focuses on image recognition of tea Shoots using an object de-
tection algorithm based on a deep learning framework. The developed al-
gorithms are used in the control system of the robot's drives for collecting
tea. The morphological requirements for tea shoots are one bud with one
leaf or one bud with two leaves. This paper uses the YOLOV5 object detec-
@ @ tion algorithm to establish a recognition model for tea shoots. The reliabil-
ity of the trained model is evaluated using four training indicators: preci-
sion, recall, F1 score (harmonic mean of precision and recall), and mean

Article info average precision (mAP). Firstly, image enhancement is performed, includ-
Received: ing converting the images to grayscale, sharpening, denoising, and sym-
25 March 2025 metric mirroring. The enhanced images are manually annotated using the
Labeling tool and exported in YOLO format as .txt files, resulting in a fold-
Accepted for publication: er containing the labeled images. Secondly, The training is conducted in
01 May 2025 Pycharm with the processed images divided into batches, and the respec-
tive performance indicators are obtained. Finally, all the candidate boxes
Accepted: with confidence greater than 0.65 are retained without any missed detec-
05 May 2025 tions, The grayscale conversion makes the processing effect more obvious
when extracting feature maps during the YOLOV5 training process, because
Published: grayscale images only have black and white gradients. This ultimately
05 June 2025 leads to better training results. However, factors such as curled leaves,
residual leaves, color, lighting, shooting environment, and shooting angle,
Keywords: object detection, which are characteristic of tea leaves in reality, can lead to decreased
recognition algorithms, drive composite evaluation metrics and thereby affect the experimental results to
control, YOLOV5, tea shoots. some extent.
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